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## INTRODUCTION

In the Expert Report of Jowei Chen, Ph.D. (Aug. 25, 2023) ("Chen Rep."), Dr. Chen presents for this Court's consideration 1,000 simulated maps to compare to Senate Bill 1, while admitting that these simulated maps are only useful to the extent that they were produced with "a partisan-blind algorithm," based upon New Mexico's redistricting criteria. Deposition Of Jowei Chen, Ph.D. at 22:24-25 (Sept. 10, 2023) ("Chen Dep."). Even putting aside the serious validation concerns with Dr. Chen's expert report that Plaintiffs intend to explore at trial, if necessary, this Court should exclude the entirety of Dr. Chen's expert report and expert testimony under Rule 11702 of the New Mexico Rules of Evidence because Dr. Chen accepted Legislative Defendants Counsel's instruction that he ineect his simulation with obviously partisan criteria, found nowhere in New Mexico law, its history, or even in any request from a meaningful number of voters (or, indeed any voter). Specifically, Dr. Chen agreed to program his algorithm to draw simulated maps that always place no more than $60 \%$ of the State's active oil wells into a single district, which necessarily cracks the Southeast region of the State into two or more districts-the region of the State that also has the highest concentration of Republican voters.

Dr. Chen's decision to include these "Oil Well Considerations" renders his report and testimony irrelevant to the issues in this case. These Considerations, again, come not from New Mexico law, New Mexico history, or even any request from a meaningful number of voters, but from floor statements made by the very same Democrats whose partisan intent is at issue in this case. And, of course, these considerations line up precisely with what a gerrymanderer would have done to
"substantially dilut[e] [Republican] votes" in the State. Rucho v. Common Cause, 139 S. Ct. 2484, 2516 (2019) (Kagan, J., dissenting) (citation omitted). But baking in the partisan "Oil Well Considerations" into his map-drawing algorithm, Dr. Chen's 1,000 simulations provide this Court with no useful information, under Dr. Chen's own premise. This is, unfortunately, not the first time that Dr. Chen has included "counsel's arbitrary and biased criteria provided to him" in his expert report, rendering his testimony unhelpful. McConchie v. Scholz, 577 F. Supp. 3d 842, 86869 (N.D. Ill. 2021) (per curiam) (citation omitted). This Court should thus exclude the expert report and expert testimony of Dr. Chen under Rule 11-702.

## STATEMENT

A. Plaintiffs' partisan-gerrymandering cªim against Senate Bill 1 comprises three elements, under Justice Kagan's contirolling test from her dissenting opinion in Rucho, 139 S. Ct. 2484: "First," Dlaintiffs must show that the Legislature's "predominant purpose" in drawing Senate Bill 1 was "to entrench [the Democratic] party in power by diluting the votes of citizens favoring [the Republican Party]." Id. at 2516 (Kagan, J., dissenting) (citation omitted). "Second," Plaintiffs "must establish that the lines drawn [in Senate Bill 1] in fact have the intended effect by substantially diluting [Republican] votes." Id. (citation omitted). "And third," if Plaintiffs make these two showings, "the State must come up with a legitimate, non-partisan justification to save [Senate Bill 1]." Id.; see Am. Order 3, Grisham v. Van Soelen, No.S-1-SC-39481 (N.M. Aug. 25, 2023) ("Am. Superintending Order") (adopting Justice Kagan's test under Article II, Section 18 of the New Mexico Constitution).

The second element of Justice Kagan's test is most relevant to Plaintiffs' Motion here. This element considers the "effects" of the allegedly gerrymandered redistricting map, asking whether "the lines drawn in fact have the intended [partisan] effect by substantially diluting [Plaintiffs'] votes." Rucho, $139 \mathrm{~S} . \mathrm{Ct}$. at 2516 (Kagan, J., dissenting) (citation omitted). Justice Kagan endorsed two methods of proof to establish this element, each of which may independently establish partisan effect: (1) the qualitative-evidence method, which considers whether mapdrawers made "substantial" shifts in a district's "partisan composition," id.at 2519, 2522; and, (2) a sophisticated social-science analysis method, id, at 2517-18. In the most analogous case here-Benisek v. Lamone, 348 F. Supp. 3d 493, 497-507 (D. Md. 2018), vacated and remanded sub nom. Rucho, 139, S. Ct. 2484, which the U.S. Supreme Court considered along with Rucho-Justice Kagan concluded that the Maryland map there had impermissible partisan effects after considering only the qualitative approach. Rucho, 139 S. Ct. at 2518-19 (Kagan, J., dissenting).

One analytical method that a plaintiff can use to establish partisan effect under the sophisticated social-science analysis pathway is the "extreme outlier approach." Id. at 2518. This approach uses "advanced computing technology to randomly generate a large collection of districting plans that incorporate the State's physical and political geography and meet its declared districting criteria, except for partisan gain." Id. These simulated maps, "each with a partisan outcome attached to it," can then be "line[d] up . . . on a continuum-the most favorable to Republicans on one end, the most favorable to Democrats on the other," allowing the analyst to
identify "the median outcome-that is, the outcome smack dab in the center-in a world with no partisan manipulation." Id. Next, the challenged map at issue is measured against this continuum, revealing "where the State's actual plan falls on the spectrum"-whether it is "at or near the median or way out on one of the tails." Id. "The further out on the tail" that a map falls, "the more extreme the partisan distortion and the more significant the vote dilution." Id.; see also Harkenrider $v$. Hochul, 167 N.Y.S.3d 659, 664-67 (N.Y. App. Div. 2022); Adams v. DeWine, 195 N.E.3d 74, 86-91 (Ohio 2022); League of Women Voters of Pa. ». Commonwealth, 178 A.3d 737, 770-75, 817-21 (Pa. 2018).

Crucially, for a simulated-maps analysis to determine the presence of partisan effects, the simulated maps must adhere cnily to the State's partisan-neutral redistricting "criteria." Rucho, 139 S. Ct. at 2518 (Kagan, J., dissenting). That is, the simulated maps must "incorporate the State's physical and political geography and meet [the State's] declared distvicting criteria, except for partisan gain." Id. Or, as Legislative Defendants' expert Dr. Chen admitted during his deposition, "[i]t is important that it is a partisan-blind algorithm." Chen Dep. at 22:24-25.
B. To try to answer Plaintiffs' powerful showing that Senate Bill 1 has impermissible partisan effects-the second element of Justice Kagan's test—under the second method endorsed by Justice Kagan, Legislative Defendants submitted Dr. Chen's expert report, which report claims to use the extreme outlier method described in Justice Kagan's Rucho dissent. See Chen Rep.4-6 \& n.3. That is, in his report, Dr. Chen purported to "measure the partisanship of districts in the SB 1 plan and
compare them to the partisanship of districts in [] computer-simulated congressional plans" that Dr. Chen generated, id. at 4, 13, per a computer algorithm that Dr. Chen "actually ... programmed" himself, Chen Dep.95:25-96:1-2 ("I wrote the code myself[.]"); Chen Rep.4. Dr. Chen generated " 1,000 independent simulated plans" using his own algorithm, to which set of 1,000 plans he compared Senate Bill 1. Chen Rep.6. Notably, Dr. Chen did not "validate[]" the computer algorithm that he wrote and used in his report "against a known sample set," Chen Dep.87:12-90:14 (discussing article reproduced as $\mathrm{Pls.Ex.37)}$, whether the algorithm produces a random (and, therefore, reliable) sample of simulated maps, Pls.Ex. 37 at 52-53, 67. Indeec, "the empirical validation of simulation methods" like Dr. Chen's "is essential for the credibility of academic scholarship and expert testimony in court Id. at 53.

Dr. Chen claims that his algerithm used to generate his simulated maps here is "a partisan-blind computer algorithm," Chen Rep.4, but Dr. Chen's report discloses that he altered his method to generate simulated maps in response to demands from counsel for Legislative Defendants to include what is an obviously partisan consideration into this algorithm, id. at 3-4, 6-8, rendering his simulations irrelevant under Justice Kagan's test. Specifically, counsel for Legislative Defendants instructed Dr. Chen to incorporate "Oil Industry Considerations" into his simulations, "requir[ing] that no single congressional district in any computersimulated plan contains more than $60 \%$ of the state's active oil wells." Id. at 8 ; see also id. at 4. In Dr. Chen's deposition, he confirmed that he agreed to alter his
algorithm to incorporate the "Oil Industry Considerations" solely because counsel for Legislative Defendants told him to do so, Chen Dep.28:12-29:25, and he stated that he could not recall ever having drawn simulated maps to spread out any industry before, id. at 32:23-33:1; see also id. at 52:15-19 ("[C]ertainly in my academic work when I have produced simulated maps of any state, I have not put in this requirement of no district . . . containing no more than 60 percent of the state's active oil wells."); id. at 39:3-40:6 (never splitting, for example, "farms," "ranches," "orchards," "any crops," "chemical plants," "[e]lectrical plants," "factories," "greenhouses," or "mines"). Further, and as Plaintiffs explain more fully below, the "Oii Industry Considerations" necessarily require a simulated map to split the Southeast region of New Mexico into at least two congressional districts-which region has the highest concentration of Republican voters in the State-given that the overwhelming majority of New Mexico's oil wells are located in this region of the State. See Pls.Ex. 27 (data source provided to Legislative Defendants' expert Dr. Jowei Chen, see Chen Rep.8); see also Pls.Ex. 28 (" $95 \%$ of the [State's] oil is produced from the Permian Basin," which is located in "Lea, Eddy, Chaves, and Roosevelt Counties in southeastern New Mexico[.]"). In addition to the "Oil Well Considerations," Dr. Chen programmed his simulations to incorporate other criteria like population equality, contiguity of districts, compactness, and avoiding county splits-which are not at issue here. Chen Rep.6-8.

Based solely upon a comparison of Senate Bill 1 with Dr. Chen's 1,000 simulated maps-maps that are all drawn with the "Oil Industry Considerations"
constraint——Dr. Chen concluded that "[t]he partisan characteristics of the SB 1 plan are well within the normal range of these computer-generated districting plans drawn with the [supposedly] partisan-blind algorithm." Id. at 4. "Thus," in Dr. Chen's opinion, "the SB 1 plan is neither extreme nor a statistical outlier in terms of its partisanship," and "[t]he partisan characteristics of the SB 1 plan could reasonably have emerged from a partisan-neutral map-drawing process adhering to all of the [] districting criteria" to which Dr. Chen's 1,000 simulated maps adhere. Id.

## LEGAL STANDARD

Under Rule 11-702 of the New Mexico Rules of Evidence, "[a] witness who is qualified as an expert by knowledge, skill, experience, training, or education may testify in the form of an opinion or othervise if the expert's scientific, technical, or other specialized knowledge will hel ${ }_{i}$ the trier of fact to understand the evidence or to determine a fact in issue." Rule 11-702 NMRA. Rule 11-702 "sets out three requirements" for expert testimony to be admissible: "(1) that the expert be qualified; (2) that the testimony be of assistance to the trier of fact; and (3) that the expert's testimony be about scientific, technical, or other specialized knowledge with a reliable basis." Acosta v. Shell W. Expl. \& Prod., Inc., 2016-NMSC-012, 『 22, 370 P.3d 761 (quoting State v. Downey, 2008-NMSC-061, ๆ 25, 145 N.M. 232, 195 P.3d 1244). The second element is at issue in this Motion.

Rule 11-702's second element, "that the testimony be of assistance to the trier of fact," id. (citation omitted), "goes primarily to relevance' as '[e]xpert testimony which does not relate to any issue in the case is not relevant and, ergo, non-helpful,"'
id. 『 23 (quoting Daubert v. Merrell Dow Pharm., Inc., 509 U.S. 579, 591 (1993)) (brackets in original). To be relevant, the expert testimony must be "sufficiently tied to the facts of the case," such that it "will aid the jury in resolving a factual dispute." Downey, 2008-NMSC-061, \| 30 (citation omitted). When, however, experts "base their opinions upon factual assumptions"-which they "may, and often do"-_"those assumptions in turn must find evidentiary foundation in the record" in order for the expert's opinions to be relevant. Id. \ 34; see also Zia Trust, Inc. v. Aragon, 2011-NMCA-076, | 19, 150 N.M. 354, 258 P.3d 1146 ("[A]n expert witness may make assumptions based on evidence in the record."). But where an expert's analysis rests on assumptions that are improper-meaning that the assumptions are "unsupported by the [] evidence"-this defeats the relevance of that analysis under Rule 11-702. Downey, 2008-NMSC-061, \| 36; see Zia Trust, 2011-NMCA-076, đ\| 19-22. In sum, to satisfy the second element, the expert's methodology underlying his opinions must "fit[ ]" the "facts of the case" and any assumptions grounded in the evidentiary record, "thereby prov[ing] what iepurports to prove." Downey, 2008-NMSC-061, $\mathbb{1} 30$.

## ARGUMENT

## I. Dr. Chen's Decision To Include "Oil Industry Considerations" Into His Simulations Renders His Expert Report And Testimony Inadmissible, As They Are Of No Assistance To This Court

The "Oil Industry Considerations" that Dr. Chen incorporated into his algorithm to generate his 1,000 simulated maps are an obviously partisan consideration with no basis in "the State's physical and political geography" or "its declared districting criteria." Rucho, 139 S. Ct. at 2518 (Kagan, J., dissenting). Accordingly, Dr. Chen's simulation analyses are entirely unhelpful to measuring the
partisan effect of Senate Bill 1 under the second method of proof endorsed by Justice Kagan, and thus Dr. Chen's expert report and testimony fails to satisfy Rule 11-702's second element. Rule 11-702; Acosta, 2016-NMSC-012, đ 22; Downey, 2008-NMSC061, © 30.
A. Dr. Chen's expert report attempts to employ the "extreme outlier approach" endorsed by Justice Kagan in her Rucho dissent. As Plaintiffs explained above, this approach uses "advanced computing technology to randomly generate a large collection of districting plans that incorporate the State's physical and political geography and meet its declared districting criteria, except for partisan gain." Rucho, 139 S. Ct. at 2518 (Kagan, J., dissenting). The method then plots the relative partisanship of the simulated maps on a contiruum and compares the partisanship of the actually enacted redistricting map at issue to this continuum. Id. This comparison establishes the partisan effects of the actually enacted map because, "[t]he further out on the tail" the map falls, "the more extreme the partisan distortion and the more significant tice vote dilution." Id.

For the "extreme outlier approach" to demonstrate the partisan effect of a redistricting map-and, therefore, to aid the trier of fact in determining a relevant issue in a partisan-gerrymandering case, Rule 11-702; Acosta, 2016-NMSC-012, ब 22; Downey, 2008-NMSC-061, 『 30-the simulated maps must adhere only to the State's partisan-neutral redistricting "criteria," Rucho, 139 S. Ct. at 2518 (Kagan, J., dissenting). If the simulated maps do not adhere to this rule and instead incorporate partisan criteria, then they cannot provide a neutral baseline from which to judge the
partisan effects of the enacted redistricting map under the second method of proof. See id. In such a circumstance, the partisan-skewed "extreme outlier approach" becomes useless to the trier of fact in a partisan-gerrymandering case, as it cannot aid the trier of fact in determining whether the challenged map has an impermissible partisan effect under the second method of proof. Rule 11-702; Acosta, 2016-NMSC012, 『 22; Downey, 2008-NMSC-061, \| 30. Or, as Dr. Chen succinctly testified in his deposition in this case, "it is important" that the algorithm used for the analysis "is a partisan-blind algorithm." Chen Dep.22:24-25.
B. Here, Dr. Chen's expert report drew 1,000 simalated maps according to an obviously partisan criterion that he chose to incorporate into his algorithm at the demand of Legislative Defendants' counsel_the "Oil Industry Considerations"meaning that his simulations are fatally skewed by partisanship. As a direct result, Dr. Chen's expert report and expert testimony are fundamentally "non-helpful" under Rule 11-702. Acosta, 2016-NVISC-012, đ 23 (quoting Daubert, 509 U.S. at 591); accord McConchie, 577 F.Supp. 3d at 868-69 (declining to follow expert opinions in expert report of "Dr. Jowei Chen" where he followed "criteria identified by Plaintiffs' counsel" that were "arbitrary and biased criteria" (citations omitted)).

As Dr. Chen's report expressly admits, "Defendant's counsel instructed [Dr. Chen]" to incorporate "Oil Industry Considerations" into his simulations: specifically, "to require that no single congressional district in any computer-simulated plan contains more than $60 \%$ of the state's active oil wells." Chen Rep.8; see also id. at 4; Chen Dep.53:15-22. This "Oil Industry Consideration[]" has no foundation in New

Mexico law, New Mexico history, or even in a request from a meaningful number of voters (or, indeed, any voter), meaning that this consideration neither has a "tie[] to the facts of th[is] case" nor is a valid "assumption[]" with "evidentiary foundation in the record," as Rule 11-702 requires for the admissibility of expert evidence. Downey, 2008-NMSC-061, $\|$ \| 30, 34; accord McConchie, 577 F. Supp. 3d at 868-69.

Nothing in New Mexico law requires or even recommends the "Oil Industry Considerations" Dr. Chen chose to bake into his 1,000 simulated maps at the demand of counsel for Legislative Defendants. New Mexico's redistricting guidelines make no mention of any "Oil Industry Considerations" at all, let alone the precise consideration manufactured by counsel for Legislative Defendants here. See Pls.Ex.10. Further, no other relevant provision of New Mexico law imposes these considerations on New Mexico's redistricting maps. And, unsurprisingly, neither Dr. Chen's report nor his deposition testimony provides a legal foundation for this consideration either. See generolly Chen Rep.6-8; Chen Dep.28:12-35:21.

No meaningful numer of voters (or, indeed, any voter that Dr. Chen identified) endorsed these "Oil Well Considerations" during the Senate Bill 1 redistricting process. So, while the public record before the Legislature and the Citizen Redistricting Committee during the redistricting process contains public comments on other topics and other proposed redistricting maps, no meaningful number of voters (or, indeed, any voter) endorsed the intentional splitting of the State's oil wells among multiple congressional districts as the "Oil Well Considerations" require.

The "Oil Industry Considerations" that Dr. Chen baked into algorithm at the order of counsel for Legislative Defendants are also inconsistent with how communities of interests are typically accounted for in redistricting. When legislators consider industry interests during redistricting, they typically unite those interests, not crack those interests. As the U.S. Supreme Court recognized in Miller v. Johnson, 515 U.S. 900 (1995), a valid community of interest-such as an industry-is one that has "actual shared interests," id. at 916 (emphasis added), justifying including that community together within a district to promote the community's "common thread of relevant interests," id. at 920. The division of a community of interest, in contrast, does not respect its "shared interests" or "common thread[s]." Id. at 916, 920. Thus, it should be no surprise that the splitting the oil industry per the "Oil Industry Considerations" here actually harms this community, including by diluting its influence in Congress among three separate Representatives. Pls.Ex. 18 |ी $10-11$. Further, the inconsistency between the "Oil Industry Considerations" and general communities-of-interest principles explains why Dr. Chen has never before "produced simulated maps of any state" that purposefully divide an industry, like the "Oil Well Considerations." Chen Dep.52:15-19 ("[C]ertainly in my academic work . . . I have not put in this requirement of no district . . . containing no more than 60 percent of the state's active oil wells."); see also id. at 32:23-33:1. That is presumably why Dr. Chen was forced to concede that he has never split "farms," "ranches," "orchards," "any crops," "chemical plants,""[e]lectrical plants," "factories," "greenhouses," or "mines" in his simulations, id. at 39:3-40:6.

The only source of the "Oil Industry Considerations" that counsel for Legislative Defendants clumsily developed for purposes of this case is floor statements from the very Democratic lawmakers that Plaintiffs allege to have partisan gerrymandered Senate Bill 1 here. See Leg.Defs.AFFCL ब 82 (citing statements reproduced at Leg.Defs.Ex. 27 from Senator Joseph Cervantes, Senator Ivey-Soto, Representative Gail Chasey, Representative Antonio Maestas, and Representative Nathan Small). Yet, these legislators' generic statements about the supposed desirability of cracking the State's oil industry across multiple districts line up precisely with how they would redistrict the State if they sought to draw a Democratic gerrymander-revealing that these considerations as an obvious, awkward, reversed-engineered attempt to cover up the egregious partisan effects of Senate Bill 1. Accord McConchie, 577 F. Supp. 3d at 868-69. That is because, as noted above, the "Oil Industry Considerations" necessarily require a map to split the Southeast region of New Mexico into at least two congressional districts, given that the overwhelming majority of New Mexico's oil wells are located in this region. See Pls.Ex.27; see also Pls.Ex.28. That region, moreover, has the highest concentration of Republicans in the State, meaning that the bottom-line effect of "Oil Well Considerations" is to require the cracking of Republican voters across at least two districts. So, by incorporating these very same partisan considerations into his algorithm to draw the 1,000 simulated maps that he then compared to Senate Bill 1, Dr. Chen's expert report does not actually test for any partisan effects under the second method of proof.

This is not the first time that Dr. Chen has decided to include improper assumptions into an expert report at the request of counsel. In McConchie, 577 F. Supp. 3d 842, decided as a three-judge panel under 28 U.S.C. § 2284(a), Dr. Chen submitted an expert report on minority voting in Cook County, Illinois, as necessary to support the Voting Rights Act claim of certain plaintiffs there. Id. at 852, 868-69. The court found Dr. Chen's expert report unpersuasive, however, because "Dr. Chen's analysis" about minority voting "examines elections chosen according to the Plaintiffs' counsel's arbitrary and biased criteria provided to [Dr. Chen]." Id. at 86869 (citations omitted; brackets omitted). Thus, the court concluded, "Dr. Chen's findings" had "not offered a persuasive rationale" that helps [the Court's] analysis" of the plaintiffs' claims. Id. at 869.

In all, Dr. Chen decided to infect his 1,000 simulated maps-which maps form the foundation of all of his expert opmions-with an "Oil Well Consideration" that is found nowhere in New Mexico law or history; that is contrary to traditional redistricting principles; that has been articled only by those whom Plaintiffs have alleged to have partisan gerrymandered Senate Bill 1, namely, legislative leaders of the Democratic-controlled Legislature; and that creates the exact same impermissible partisan effects that Legislative Defendants sought. Accordingly, Dr. Chen's expert report and expert testimony do not "prove what [they] purport[ ] to prove," Downey, 2008-NMSC-061, 【 30, and this Court should exclude this evidence as "non-helpful," Acosta, 2016-NMSC-012, 『 23 (citation omitted), under Rule 11-702.

## CONCLUSION

This Court should exclude the expert report and expert testimony of Dr. Chen.
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#### Abstract

As granular data about elections and voters become available, redistricting simulation methods are playing an increasingly important role when legislatures adopt redistricting plans and courts determine their legality. These simulation methods are designed to yield a representative sample of all redistricting plans that satisfy statutory guidelines and requirements such as contiguity, population parity, and compactness. A proposed redistricting plan can be considered gerrymandered if it constitutes an outlier relative to this sample according to partisan fairness metrics. Despite their growing use, an insufficient effort has been made to empirically validate the accuracy of the simulation methods. We apply a recently developed computational method that can efficiently enumerate all possible redistricting plans and yield an independent sample from this population. We show that this algorithm scales to a state with a couple of hundred geographical units. Finally, we empirically examine how existing simulation methods performicn realistic validation datasets.
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## 1. Introduction

Congressional redistricting, which refers to the practice of redrawing congressional district lines following the constitutionally mandated decennial census, is of major political consequence in the United States. Redistricting reshapes geographic boundaries and those changes can have substantial impacts on representation and governance in the American political system. As a fundamentally political process, redistrictirg has also been manipulated to fulfill partisan ends, and recent debates have raised possible reforms to lessen the role of politicians and the influence of political motives in determining the boundaries of these political communities.

Starting in the 1960s, scholars began proposing simulationbased approaches to make the redistricting process more transparent, objective, and unbiased (early proposals include Vickrey 1961; Weaver and Hess 1963; Hess et al. 1965; Nagel 1965). While this research agenda lay dormant for some time, recent advances in computing capability and methodologies, along with the increasing availability of granular data about voters and elections, has led to a resurgence in proposals, implementations, and applications of simulation methods to
applied redistricting problems (e.g., Cirincione, Darling, and O'Rourke 2000; McCarty, Poole, and Rosenthal 2009; Altman and Mc ©onald 2011; Chen and Rodden 2013; Fifield et al. 2014; Fifieli, Higgins, et al. 2020; Mattingly and Vaughn 2014; Liu, Tarn Cho, and Wang 2016; Herschlag, Ravier, and Mattingly 2017; Chikina, Frieze, and Pegden 2017; Magleby and Mosesson 2018; Carter et al. 2019; DeFord, Duchin, and Solomon 2019).

Furthermore, simulation methods for redistricting play an increasingly important role in court cases challenging redistricting plans. In 2019, simulation evidence was introduced and accepted in redistricting cases in North Carolina, Ohio, and Michigan. ${ }^{1}$ In the few years prior, simulation methods were presented to courts in North Carolina, and Missouri. ${ }^{2}$ Given these recent court cases challenging redistricting in state and federal courts, simulation methods are expected to become an even more influential source of evidence for legal challenges to redistricting plans across many states after the upcoming decennial census in 2020.

These simulation methods are designed to yield a representative sample of redistricting plans that satisfy statutory guidelines and requirements such as contiguity, population parity, and

[^0]compactness. ${ }^{3}$ Then, a proposed redistricting plan can be considered gerrymandered if it constitutes an outlier relative to this sample according to a partisan fairness measure (see Katz, King, and Rosenblatt 2020, for a discussion of various measures). Simulation methods are particularly useful because enumeration of all possible redistricting plans in a state is often computationally infeasible. For example, even partitioning cells of an $8 \times 8$ checkerboard into two connected components generates over $1.2 \times 10^{11}$ unique partitions (see https://oeis.org/A068416). Unfortunately, most redistricting problems are of much greater scale. ${ }^{4}$ Therefore, to compare an implemented redistricting plan against a set of other candidate plans, researchers and policy makers must resort to simulation methods.

Despite the widespread use of redistricting simulation methods in court cases, insufficient efforts have been made to examine whether or not they actually yield a representative sample of all possible redistricting plans in practice. ${ }^{5}$ Instead, some assume that the existing simulation methods work as intended. For example, in his amicus brief to the Supreme Court for Rucho et al. v. Common Cause, Eric Lander declares, ${ }^{6}$

With modern computer technology, it is now straightforward to generate a large collection of redistricting plans that are representative of all possible plans that meet the State's declared goals (e.g., compactness and contiguity).

And yet, if there exists no scientific evidence that these simulation methods can actually yield a representative sample of valid redistricting plans, we cannot rule out the possibility that the comparison of a particular plan against sampled plans yield $\$$ misleading conclusions about gerrymandering.

We argue that the empirical validation of simulation methods is essential for the credibility of academic scholarship and expert testimony in court. We apply the recently developed computational method of Kawahara et al. (2017), enumpart, that efficiently enumerates all possible redistricting plaris and obtains an independent sample from this population (Section 2). The algorithm uses a compact data structure, calied the zero-suppressed binary decision diagram (ZDD) (Ainato 1993). In the aforementioned $8 \times 8$ checkerboard problem, explicitly storing every partition would require more than 1 terabyte of storage. In contrast, the ZDD needs only 1.5 megabytes. Our enumeration results are available as Fifield, Imai, et al. (2020) so that other researchers can use them to validate their own simulation methods. In addition, we will also make the code that implements the algorithm publicly available and incorporate it as part of an open-source R software package for redistricting, redist (Fifield, Tarr, and Imai 2015).

[^1]We begin by showing that the enumpart algorithm scales to a state with a couple of hundred geographical units, yielding realistic validation datasets (Section 3). We then test the empirical performance of existing simulation methods in two ways (Section 4). First, we randomly sample many submaps of various sizes from actual state shapefiles so that we average over the idiosyncratic geographic features and voter distributions of each map. For each sampled small map, we conduct a statistical test of the distributional equality between sampled and enumerated maps under various population parity constraints. If the simulation methods yield a representative sample of valid redistricting plans, then the distribution of the resulting $p$-values should be uniform. Second, we exploit the fact that even for a mediumsized redistricting problem, the enumpart algorithm can independently sample from the population of all valid redistricting plans. We then compare the resulting representative sample with the sample obtained using existing simulation methods. This second approach is applied to the actual redistricting problem in Iowa with 99 counties and a 250 -precinct subset map from Florida, both of which are too computationally intensive for enumeration.

The overall conclusion of our empirical validation studies is that Markov chain Monte Carlo (MCMC) methods (e.g., Fifield et ai. 2014; Fifield, Higgins, et al. 2020; Mattingly and Vaughr.2014; Carter et al. 2019) substantially outperform socallea random-seed-and-grow (RSG) algorithms (e.g., Cirincicuie, Darling, and O'Rourke 2000; Chen and Rodden 2013). These are two types of simulation methods that are most widely used in practice. Although the currently available MCMC methods are far from perfect and have much room for improvement, it is clear that the RSG algorithms are unreliable. Of course, showing that MCMC methods work reasonably well on these particular validation datasets does not necessarily imply that they will also perform well on other datasets especially larger scale redistricting problems. Rather, failing these validation tests on small and medium-scale redistricting problems provides evidence that RSG methods are most likely to perform poorly when applied to other larger states.

To the best of our knowledge, the only publicly available validation dataset for redistricting is the 25-precinct map obtained from Florida, for which Fifield et al. (2014) and Fifield, Higgins, et al. (2020) enumerated all possible redistricting maps for two or three contiguous districts. Other researchers have used this validation data or enumeration method to evaluate their own algorithms (e.g., Magleby and Mosesson 2018; Carter et al. 2019). However, this dataset is small and represents only a particular set of precincts representing a specific political geography, and may not be representative of other redistricting problems. For example, as noted by Magleby and Mosesson (2018), this dataset is not particularly balanced-only eight partitions fall within standard levels of population parity ( $\pm 1.5 \%$ ), and most fall above $10 \%$. Our new validation datasets are much larger and hence provide unique opportunities to conduct a more realistic empirical evaluation of simulation methods.

## 2. The Methodology

In this section, we describe the enumeration and sampling methods used in our empirical validation studies. Our methods

|  | $v_{2}$ | $v_{4}$ |  |
| :--- | :--- | :--- | :--- |
| $v_{1}$ | $v_{6}$ |  |  |
|  | $v_{3}$ |  | $v_{5}$ |
|  |  |  |  |

(a) Original map

(b) Graph representation

(c) Induced subgraph

Figure 1. A running redistricting example. We consider dividing a state with six geographical units into two districts. The original map is shown in the left panel where the shaded area is uninhabited. The middle panel shows its graph representation, whereas the right panel shows an example of redistricting map represented by an induced subgraph, which consists of a subset of edges.
are based on the enumpart algorithm originally developed by Kawahara et al. (2017) who showed how to enumerate all possible redistricting plans and store them using a compact data structure, called a ZDD (Minato 1993). We also show how the enumpart algorithm can be used to independently sample from the population of contiguous redistricting plans.

### 2.1. The Setup

Following the literature (see, e.g., Altman 1997; Mehrotra, Johnson, and Nemhauser 1998; Fifield et al. 2014), we formulate redistricting as a graph-partitioning problem. Given a map of a state, each precinct (or any other geographical units used for redistricting) is represented by a vertex, whereas the existence of an edge between two vertices implies that they are geographically contiguous to one another. Formally, let $G=(V, E)$ represent a graph with the vertex set $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and the edge set $E=\left\{e_{1}, \ldots, e_{m}\right\}$. We consider redistricing of a state into a total of $p$ districts where all precincts of each district are connected. This is equivalent to partitioning a graph $G$ into $p$ connected components $\left\{V_{1}, V_{2}, \ldots, V_{n}\right\}$ such that every vertex in $V$ belongs to exactly one conneced component, that is, $V_{1} \cup \cdots \cup V_{p}=V, V_{k} \cap V_{k^{\prime}}=\emptyset$ fer any $k \neq k^{\prime}$ and all the vertices in $V_{k}$ are connected.

We use the fact that a $p$-graph partition can alternatively be represented as an edge set $S$. That is, by removing certain edges from $E$, we can partition $G$ into $p$ connected components. Formally, for each connected component $V_{k}$, we define an induced subgraph $\left(V_{k}, S\left(V_{k}\right)\right)$ as a graph whose edge set consists of all edges whose two endpoints (i.e., the two vertices directly connected by the edge) belong to $V_{k}$. Then, the $p$ graph partition can be defined as the union of these induced subgraphs, that is, $\mathcal{P}=\bigcup_{k=1}^{p} S\left(V_{k}\right)$ where $S\left(V_{k}\right) \cap S\left(V_{k^{\prime}}\right)=\emptyset$ for any $k \neq k^{\prime}$. Our initial task is to enumerate all possible $p$ graph partitions of $G$.

Figure 1(a) presents the running example used throughout this section to illustrate our methodology. In this hypothetical state, we have a total of six precincts, represented as vertices $\left\{v_{1}, v_{2}, \ldots, v_{6}\right\}$, which we hope to divide into two districts, $\left\{V_{1}, V_{2}\right\}$. A gray area is uninhabited (e.g., lake). This map can be represented as a graph of Figure 1(b) where two contiguous vertices share an edge. Consider a redistricting map with $V_{1}=$ $\left\{v_{1}, v_{3}\right\}$ and $V_{2}=\left\{v_{2}, v_{4}, v_{5}, v_{6}\right\}$. As shown in Figure 1(c), this redistricting map can be represented by an induced subgraph
after removing three edges, that is, $\left\{e_{1}, e_{3}, e_{5}\right\}$. Thus, we can represent each district as an induced subgraph, which is a set of edges, that is, $S\left(V_{1}\right)=\left\{e_{2}\right\}$ or $S\left(V_{2}\right)=\left\{e_{4}, e_{6}, e_{7}\right\}$.

### 2.2. Graph Partitions and Zero-Suppressed Binary Decision Diagram (30D)

A major challenge foc enumerating redistricting maps is memory management because the total number of possible maps increases exponentially. We use the ZDD, which uses a compact data structure to efficiently represent a family of sets (Minato 1993). We irrst discuss how the ZDD can represent a family of graph partitions before explaining how we construct the ZDD from a given graph.

The ZDD that corresponds to the running example of Figure 1 is given in Figure 2. A ZDD is a directed acyclic graph. As is clear from the figure, each edge of the original graph corresponds to possibly multiple nodes of a ZDD. To avoid confusing terminology, we use a "node" rather than a "vertex" to refer to a unit of ZDD, which represents an edge of the original graph. Similarly, we call an edge of the ZDD an "arc" to distinguish it from an edge of the original graph. There are three special nodes in a ZDD. The root node, labeled as $e_{1}$ in our example, has no incoming arc but, like other nodes, represents one of the edges in the original graph. We will discuss later how we label nodes. ZDD also has two types of terminal nodes without an outgoing arc, called 0 -terminal and 1 -terminal nodes and represented by 0 and 1 , respectively. Unlike other nodes, these terminal nodes do not correspond to any edge in the original graph. Finally, each nonterminal node, including the root node, has exactly two outgoing arcs, 0 -arc (dashed arrow) and $1-\operatorname{arc}$ (solid arrow).

Given a ZDD, we can represent a graph partition as the set of edges that belong to a directed path from the root node to 1 -terminal node and have an outgoing 1-arc. For example, the path highlighted by blue, $e_{1} \rightarrow e_{2} \longrightarrow e_{3} \rightarrow e_{4} \longrightarrow e_{5} \rightarrow$ $e_{6} \longrightarrow e_{7} \longrightarrow 1$, represents the edge set $\left\{e_{2}, e_{4}, e_{6}, e_{7}\right\}$, which corresponds to the 2 -graph partition shown in Figure 1(c). Indeed, there is a one-to-one correspondence between a graph partition and a path of a ZDD.

### 2.3. Construction of the ZDD

How should we construct a ZDD for a $p$-graph partition from a given graph? We use the frontier-based search algorithm


Figure 2. Zero-suppressed binary decision diagram (ZDD) for the running example of Figure 1(b). The blue path corresponds to the redistricting map represented by the induced subgraph in Figure 1(c).
proposed by Kawahara et al. (2017). The algorithm grows a tree starting with the root node in a specific manner. We first discuss how to construct a ZDD given $m$ labeled edges, $\left\{e_{1}, \ldots, e_{m}\right\}$, where $e_{1}$ represents the root node. We then explain how we merge nodes to reduce the size of the resulting ZDD and how we label edges given a graph to be partitioned so that the computation is efficient.

### 2.3.1. The Preliminaries

Starting with the root node $i=1$, we first create one outgoing 0 -arc and one outgoing 1 -arc from the corresponding node $e_{i}$ to the next node $e_{i+1}$. To ensure that each enumerated partitioning has exactly $p$ connected components, we store the number of determined connected components as the dec variable for each ZDD node. Consider a directed path $e_{1} \longrightarrow e_{2} \rightarrow$ $e_{3} \rightarrow e_{4} \rightarrow e_{5}$. In this example, $e_{1}$ is retained whereas
edges $\left\{e_{2}, e_{3}, e_{4}\right\}$ are not. We know that the two vertices, $\left\{v_{1}, v_{2}\right\}$, together form one district, regardless of whether or not $e_{5}$ is retained. Then, we say that a connected component is determined and set dcc to 1 for $e_{5}$. If dcc exceeds $p$, then we create an arc into the 0 -terminal node rather than create an arc into the next node since there is no longer a prospect of constructing a valid partition. Similarly, when creating an arc out of the final node, $e_{m}$, we point the arc into the 0 -terminal node if dcc is less than $p$, which represents the total number of partitions. Finally, if the number of remaining edges exceeds $p-\mathrm{dcc}$, we stop growing the path by creating an outgoing arc into the 0 -terminal node.

How do we find out when another connected component is determined so that dcc needs to be increased? To do this, we need two new variables. First, for each vertex $v_{i}$, we store the connected component number, denoted by comp $\left[v_{i}\right]$, indicating


Figure 3. Calculation of the frontier, the connected component number, and the determined connectecicomponents. This illustrative example is based on the redistricting problem shown in Figure 1. A positive integer placed next to each vertex represents the connect ed component number, whereas the vertices grouped by the solid blue line represent a frontier. A connected component is determined when processing edge $e_{5}$.
the connected component to which $v_{i}$ belongs. Thus, two vertices, $v_{i}$ and $v_{i^{\prime}}$, share an identical connected component number if and only if they belong to the same connected component, thit is, $\operatorname{comp}\left[v_{i}\right]=\operatorname{comp}\left[v_{i^{\prime}}\right]$.

We initialize the connected component number as $\operatorname{comp}\left[v_{i}\right] \leftarrow i$ for $i=1,2, \ldots, n$ where $n$ is the number of vertices in the original graph. Suppose that we process and retain an edge incident to two vertices $v_{i}$ and $v_{i^{\prime}}$ for $i \neq i^{\prime}$ by creating an outgoing 1 arc. Then, we set $\operatorname{comp}\left[v_{j}\right] \leftarrow \max \left\{\operatorname{comp}\left[v_{i}\right]\right.$, comp? $\left.\left.\hat{2}_{i}\right\}\right\}$ for any vertex $v_{j}$ whose current connected component number is given by $\operatorname{comp}\left[v_{j}\right]=\min \left\{\operatorname{comp}\left[v_{i}\right], \operatorname{comp}\left[v_{i^{\prime}}\right]\right\}$. This operation ensures that all vertices that are connected to $v_{i}$ or $v_{i^{\prime}}$ have the same connected component number (larger of the two original numbers).

### 2.3.2. The Frontier-Based Search

Next, we define the frontier of a graph, which changes as we process each edge and grow a tree. Suppose that we have created a directed path by processing the nodes from $e_{1}$ up to $e_{\ell}$ where $\ell=2,3, \ldots, m-1$. For each $\ell=1,2, \ldots, m-1$, the $\ell$ th frontier $F_{\ell}$ represents the set of vertices of the original graph that are incident to both a processed edge (i.e., at least one of $e_{1}, e_{2}, \ldots, e_{\ell}$ ) and an unprocessed edge (i.e., at least one of $\left.e_{\ell+1}, e_{\ell+2}, \ldots, e_{m}\right)$. Note that we define $F_{0}=F_{m}=\emptyset$ and that the set of processed edges includes the one currently being processed. Thus, for a given graph, the frontier only depends on which edge is being processed but does not hinge on how edges have been or will be processed. That is, the same frontier results for each node regardless of paths.

The frontier can be used to check whether a connected component is determined. Specifically, suppose there exists a vertex $v$ that belongs to the previous frontier but is not part of the current one, that is, $v \in F_{\ell-1}$ and $v \notin F_{\ell}$. Then, if there is no other vertex in $F_{\ell}$ that has the same connected component number as $v$ (i.e., no vertex in $F_{\ell}$ is connected to $v$ ), there will not be another vertex in subsequent frontiers, that is, $F_{\ell+1}, \ldots, F_{m}$, that are connected to $v$. Thus, under this condition, the connected component $\operatorname{comp}[v]$ is determined, and we increment dcc by one.

Figure 3 gives an example of computing the connected component number, constructing the frontier, and updating the determined connected components, based on the redistricting problem shown in Figure 1. In each graph, a positive integer placed next to a vertex represents its connected component number, whereas the vertices grouped by the solid line represent a frontier. For example, when processing edge $e_{5}$ (see Figure 3(e)), we have $F_{4}=\left\{v_{3}, v_{4}\right\}$ and $F_{5}=\left\{v_{4}, v_{5}\right\}$. Since there is no vertex in $F_{5}$ that shares the same connected component number as $v_{3}$ (which is 1 ), we can determine the first connected component and increment dcc by one.

Finally, when processing the last edge $e_{m}$ represented by node $n^{*}$, if two vertices incident to the edge belong to the same connected component number, then the 0 -arc from node $n^{*}$ points to the 0 -terminal node whereas the destination of the 1 -arc is the 1 -terminal node unless dcc $\neq p$. If they have different connected component numbers, the 0 -arc of node $n^{*}$ goes to the 1-terminal node whereas the destination of its 1arc is the 1-terminal node so long as dcc $=p$ and the induced subgraph condition described in the next paragraph is satisfied (otherwise, it is the 0-terminal node).


Figure 4. An example of node merging. as shown in Figure 2, these two paths merge at $e_{3}$ because the connected component numbers in $F_{2}$ are identical and the number of determined connected components is zero.

Throughout the process of building a ZDD, we must make sure that every path actually corresponds to an induced subgraph, which is defined as a subset of nodes and all arcs connecting pairs of such nodes. We call this the induced subgraph condition. Consider a path, $e_{1} \longrightarrow e_{2} \longrightarrow e_{3}$. Since three vertices, $\left\{v_{1}, v_{2}, v_{3}\right\}$, are connected, we must retain edge $e_{3}$ because its two incident vertices, $v_{2}$ and $v_{3}$, are connected. Thus, we have $e_{1} \longrightarrow e_{2} \longrightarrow e_{3} \rightarrow 0$. Similarly, consider a path, $e_{1} \longrightarrow$ $e_{2} \rightarrow e_{3}$. We cannot retain $e_{3}$ because $e_{2}$, which is incident to $v_{1}$ and $v_{3}$, is not retained. This yields $e_{1} \longrightarrow e_{2} \rightarrow e_{3} \longrightarrow 0$.

To impose the induced subgraph condition, we introduce the forbidden pair set for each node. Once we decide not to use an edge that connects two distinct components, the two components must not be connected any more. Otherwise, the new component generated by connecting the two components has an unused edge, violating the induced subgraph condition. Therefore, if we determine that an edge $\left\{v, v^{\prime}\right\}$ is not used, the addition of $\left\{\operatorname{comp}[v], \operatorname{comp}\left[v^{\prime}\right]\right\}$ to the forbiaden pair set reminds us that the components comp $[v]$ and comp $\left[v^{\prime}\right]$ must not be connected. That is, if we use an edge $\left\{u, u^{\prime}\right\}$ and the forbidden pair set contains $\left\{\operatorname{comp}[u], c o m p\left[u^{\prime}\right]\right\}$, the path will be sent to the 0 -terminal. In the aove example, if we pass through $e_{1} \longrightarrow e_{2} \rightarrow e_{3},\{2,3\}$ is added to the forbidden pair set, where 2 is the component number of $\left\{v_{1}, v_{2}\right\}$ and 3 is that of $\left\{v_{3}\right\}$. Then, since retaining $e_{3}$ violates the induced subgraph condition, we have $e_{1} \longrightarrow e_{2} \rightarrow e_{3} \longrightarrow 0$.

### 2.3.3. Node Merge

The above operation implies that when processing $e_{\ell}$, the only required information is the connectivity of vertices in $F_{\ell-1}$. We can reduce the size of the ZDD by exploiting this fact. First, we can avoid repeating the same computation by merging multiple nodes if the connected component numbers of all vertices in $F_{\ell-1}$ and the number of determined connected components dcc are identical. This is a key property of the ZDD, which allows us to efficiently enumerate all possible redistricting plans by merging many different paths. Second, we only need to examine the connectivity of vertices within a frontier to decide whether or not any connected component is determined. Thus, we adjust the connected component number so that it equals the maximum vertex number in the frontier. That is, if some vertices in the frontier share the same connected component
number, we change it to the maximum vertex index among those vertices. For example, in Figure 3(b), we set $\operatorname{comp}\left[v_{2}\right]=2$ and $\operatorname{comp}\left[v_{3}\right]=3$. We need not worry about how the renumbering of comp $\left[v_{3}\right]$ affects the value of $\operatorname{comp}\left[v_{1}\right]$ because $v_{1} \notin F_{2}$. This operation results in merging of additional nodes, reducing the overall size of the $\angle \mathrm{Z} D \mathrm{D}$.

Figure 4 gives an example of such a merge. Figure 4(a) corresponds to the path, $e_{1} \longrightarrow e_{2} \rightarrow e_{3}$ whereas Figure 4(b) represents the path, $e_{1} \rightarrow e_{2} \longrightarrow e_{3}$. As shown in Figure 2, these two paths are merged at $e_{3}$ because the connected component numbers in their frontier $F_{2}$ are identical and both have the same rumber of determined connected component, that is, $\mathrm{dcc}=$ 0 . Note that in Figure 4(b) the connected component number is normalized within the frontier $F_{2}$ such that the connected component number of $v_{2}$ is the maximum vertex index, that is, 2 , and that of $v_{3}$ is 3 .

Node merging plays a key role in scaling up the enumeration algorithm. Although we can construct the ZDD that only enumerates graph partitions by storing the sum of population values into each node (see Kawahara et al. 2017, sec. 4), this prevents nodes from being merged, dramatically reducing the scalability of the enumeration algorithm. Therefore, we do not take this approach here.

### 2.3.4. Edge Ordering

How should we label the edges of the original graph? The amount of computation depends on the number of nodes in the ZDD. Recall that two nodes are merged if the stored values such as comp and dcc are identical. Since a ZDD node stores the comp value for each vertex in the frontier, the number of unique stored values grows exponentially as the frontier size increases (see Section 3.1 in Kawahara et al. (2017) for the detailed analysis). Therefore, we wish to label the edges of a graph such that the maximum size of the frontier is minimized. We take a heuristic approach here. Specifically, we first choose two vertices $s, t$ such that the shortest distance between $s$ and $t$ is as large as possible across all vertex pairs. We use the Floyd-Warshall algorithm, which can find the shortest paths between all vertex pairs in $\mathcal{O}\left(|V|^{3}\right)$ where $|V|$ is the number of vertices of a graph. Next, we compute the minimum $s-t$ vertex graph cut, which is the minimum set of vertices whose removal generates two or more connected components. To do this, we use a max-flow based algorithm, and arbitrarily order


Figure 5. An example of edge ordering by vertex cuts. To order edges, we choose two vertices with the maximum shortest distance and call them $s$ and $t$. We then use the minimum vertex cut, indicated by the dashed oval, to create two or more connected components, which are arbitrarily ordered. The same procedure is then applied to each connected component until the resulting connected components are sufficiently small.
the resulting connected components. Finally, we recursively apply this procedure to each connected component until the resulting connected components are sufficiently small (e.g., 5 edges), at which point they are ordered in an arbitrary fashion.

Figure 5 illustrates this process. In this example, a pair, $s=v_{1}$ and $t=v_{6}$, gives the maximum shortest distance. Given this choice, there are four minimum $s-t$ graph cuts whose size is 2 , that is, $\left\{v_{2}, v_{3}\right\},\left\{v_{2}, v_{5}\right\},\left\{v_{3}, v_{4}\right\},\left\{v_{4}, v_{5}\right\}$. We arbitrarily select one of them and call it $S$. Suppose we set $S=\left\{v_{4}, v_{5}\right\}$. Then, this, yields two connected components, that is, $C_{1}=\left\{v_{1}, v_{2}, v_{3}\right\}$ and $C_{2}=\left\{v_{6}\right\}$. For each connected component $C_{i}$, let $E_{i}$ represent the set of edges in $C_{i}$ and between $C_{i}$ and $S$. In the current example, $\left.E_{1}=\left\{\left\{v_{1}, v_{2}\right\},\left\{v_{1}, v_{3}\right\},\left\{v_{2}, v_{3}\right\},\left\{v_{2}, v_{4}\right\}, v_{1}, v_{5}\right\}\right\}$ and $E_{2}=\left\{\left\{v_{4}, v_{6}\right\},\left\{v_{5}, v_{7}\right\}\right\}$. We order these edge sets so that all the edges $E_{1}$ will be placed before those of $E_{2}$. To continue this process recursively, we combine all the vertices in $S$ into a single vertex and let this new vertex be $t$ in $E_{1}$ and $s$ in $E_{2}$. Now, we can apply the same procedure separately to $E_{1}$ and $E_{2}$ : computing the minimum $s-t$ vertex cut and splitting the graph into two (or more) components.

The reason why we expect the above edge ordering procedure to produce a small frontier is that each vertex cut in the process equals one of the frontiers of the corresponding ZDD. In our example, the first vertex cut $S$ is equal to $F_{5}=\left\{v_{4}, v_{5}\right\}$. Since we choose minimum vertex cuts in each step, we expect the input graph with the edge order obtained through this procedure to have small frontiers.

### 2.4. Enumeration and Independent Sampling

It can be shown that every path from the root node to the 1 terminal node in the resulting ZDD has a one-to-one correspondence to a $p$-graph partition. This is because each $p$-graph partition can be uniquely represented by the union of induced subgraphs, which in turn corresponds to a unique path from the root node to the 1 -terminal node. The complexity of the enumpart algorithm is generally difficult to characterize, but

Kawahara et al. (2C17) analyzed it in the case of planar graphs. Thus, once we oitain the ZDD as described above, we can quickly enumerate all the paths from the root node to the 1 terminal node. Specifically, we start with the 1-terminal node and then proceed upward to the root node, yielding a unique graph partition.
In addition to enumeration, we can also independently sample $p$-graph partitions (Knuth 2011). First, for each node $v$ of the ZDD , we compute the number of paths to the 1 -terminal node. Let $c(v)$ be the number of such paths, and $\nu_{0}$ and $\nu_{1}$ be the nodes pointed by the 0 -arc and 1 -arc of $v$, respectively. Clearly, we have $c(v)=c\left(v_{0}\right)+c\left(v_{1}\right)$. The values of $c$ for the 0 -terminal and 1 -terminal nodes are 0 and 1 , respectively. As done for enumeration, we compute and store the value of $c$ for each node by moving upward from the terminal node to the root node. Finally, we conduct random sampling by starting with the root node and choosing node $\nu_{1}$ with probability $c\left(v_{1}\right) /\left\{c\left(\nu_{0}\right)+c\left(\nu_{1}\right)\right\}$ until we reach the 1-terminal node. Since the probability of reaching the 0-terminal node is zero, we will always arrive at the 1-terminal node, implying that we obtain a path corresponding to a $p$-graph partition. Repeating this procedure will yield the desired number of independently and uniformly sampled $p$-graph partitions.

The reason why this procedure samples redistricting maps uniformly is that a path from the root node to the 1 -terminal node corresponds to a unique $p$-graph partition. Since each node $v$ stores the number of paths from the node to the 1terminal node as $c(v)$, the sampling procedure uniformly and randomly selects one path among $c\left(v_{1}\right)$ paths where $v_{1}$ is the root node. If nonuniform sampling is desired, one could apply the sampling-importance resampling algorithm to obtain a representative sample from a target distribution (Rubin 1987).

## 3. Empirical Scalability Analysis

This section analyzes the scalability of the enumpart algorithm described above, and shows that the algorithm scales to


Figure 6. The scalability of the enumpart algorithm on subsets of the New Hampshire precinct map. This figure shows the runtime scalability of the enumpart algorithm for building the ZDD on random contiguous subsets of the New Hampshire precinct map. Crosses indicate maps where the ZDD was successfully built within the RAM limit of 180 GB . In contrast, open circles represent maps where the algorithm ran out of memory. For the left and middle columns, the results are jittered horizontally with a width of 20 for the clarity of presentation. (The actual evaluation points on the horizontal ayis are 40, 80, 120,160, and 200.) The left column shows how total runtime increases with the number of units in the underlying map, while the center column shows how the total RAM usage increases with the number of units in the underlying map. Lastly, the right-hand column shows that memory usage is primarily a function of the rnaximum frontier size of the ZDD. We show results for 2-district partitions (top row), five-district partitions (middle row), and 10-district partitions (bottom row).
enumerate partitions of maps many times larger than exising enumeration procedures. We analyze the algorithm's scalablity in terms of runtime and memory usage, and show trow the memory usage of enumpart is closely tied to the frontier of the corresponding ZDD as explained in the previous section.

To make this empirical analysis realistic, we use independently constructed and contiguous robsets of the 2008 New Hampshire precinct map for naps ranging between 40 precincts and 200 precincts, 1 creasing by 40 , that is, $\{40,80,120,160,200\}$. The original New Hampshire map consists of 327 precincts, which are divided into two congressional districts. To generate an independent contiguous subset of the map, we first randomly sample a precinct, and add its adjacent precincts to a queue. We then repeatedly sample additional precincts from the queue to be added to the subset map, and add the neighbors of the sampled precincts to the queue, until the map reaches the specified size. We repeat this process until the subsetted map reaches a prespecified size.

We consider partitioning each of these maps into two, five, or ten districts and apply enumpart to each case. We then compute the time and memory usage of generating a ZDD for each application. For each precinct size and number of districts, we repeat the above sampling procedure 25 times, producing 25 independent and contiguous subsets of the New Hampshire map. All trials were run on a Linux computing cluster with 530 nodes and 48 Intel Cascade Lake cores per node, where each node has 180 GB of RAM. Note that we do not save the results of enumeration to disk as doing so for every trial is computationally too expensive. This means that we cannot conduct an in-depth analysis of the characteristics of all enumerated maps.

Figure 6 shows the results of our scalability analysis. The top row shows scalability results for generating a ZDD for partitions of the map into two districts, while the middle row shows the results with five districts and the bottom row shows results with ten districts. Each dot represents a run of the enumpart algorithm on a subset of the New Hampshire map. Crosses represent trials where the ZDD successfully built using under the 180GB RAM limit. In contrast, open circles show trials that were unable to build the ZDD with the same RAM limit. Note that for the left and middle columns, the results are jittered horizontally with a width of 20 for the clarity of presentation.

The left-hand and center columns show how the enumpart algorithm scales in terms of runtime and memory usage, respectively, as the number of precincts in the underlying map increases. For small maps ranging from 25 precincts to 80 precincts, runtime and memory usage are for the most part negligible. The ZDD for two-district, five-district, and tendistrict partitions for these small maps can be constructed in nearly all cases in under two minutes, and using less than one gigabyte of RAM. As the number of precincts in the map starts to increase, so do the runtime and memory usage requirements. For maps of 200 precincts, over $90 \%$ of the tested maps hit the 180GB memory limit before building the complete ZDD. For all map sizes, we also note that the runtime and memory usage requirements for building the ZDD do not appear to depend much on the number of districts that the map is being partitioned into.

What drives these patterns in scalability? While the number of units in the underlying map predicts both runtime and memory usage, there is still a great deal of variability even
conditional on the number of precincts in the map. In the righthand column, we show that the memory usage requirements for building the ZDD are closely tied to the maximum frontier size of the underlying map, as defined in Section 2.3.2. While the memory usage is minimal so long as the maximum frontier size of the graph is under 11, memory usage increases quickly once the maximum frontier size grows beyond that. This suggests that improved routines for reducing the size of a map's frontier can allow for the enumeration of increasingly large maps.

## 4. Empirical Validation Studies

In this section, we introduce a set of new validation tests and datasets that can be used to evaluate the performance of redistricting simulation methods. We focus on the two most popular types of simulation methods that are implemented as part of the open-source software package redist (Fifield, Tarr, and Imai 2015): one based on the MCMC algorithm (Fifield et al. 2014; Fifield, Higgins, et al. 2020; Mattingly and Vaughn 2014) and the other based on the RSG algorithm (Cirincione, Darling, and O'Rourke 2000; Chen and Rodden 2013). Below, we conduct empirical validation studies both through full enumeration and independent sampling. For the sake of simplicity, we use the uniform distribution over all valid redistricting maps under various constraints. However, one could also use a nonuniform target distribution by appropriately weighting each map.

### 4.1. Validation Through Enumeration

We conduct two types of validation tests using enumeration. We first use the enumpart algorithm to enumerate all possible redistricting plans using a map with 70 precincts, which is much larger than the existing validation map with 25 precincts analyzed in Fifield et al. (2014) and Fifield, Higgins, etal. (2020). We then compare the sampled redistricting plans obtained from simulation methods against the ground truth based on the enumerated plans. The second approach is based on many smaller maps with 25 precincts. We then assess the overall performance of simulation methods across these many maps rather than focusing on a specific map.

### 4.1.1. A New 70-Precinct Validation Map

The top left plot of Figure 7 introduces a new validation map with 70 precincts and their population, which is a subset of the 2008 Florida precinct map consisting of 6,688 precincts with 25 districts. We use the enumpart algorithm to enumerate every partition of this map into two districts, which took approximately 8 hr on a MacBook Pro laptop with 16GB RAM and 2.8 GHz Intel i7 processors. Nearly all of this time was spent writing the partitions to disk-building the ZDD for this map took under half a second.

The histograms of the figure shows the number of redistricting plans that satisfy the deviation from population parity up to 20 percentage points (by one percentage point increments, i.e., $[0,0.01),[0.01,0.02), \ldots,[0.19,0.2))$. The deviation from population parity is defined as,

$$
\begin{equation*}
\max _{1 \leq k \leq p} \frac{\left|P_{k}-\bar{P}\right|}{\bar{P}} \tag{1}
\end{equation*}
$$

where $P_{k}$ represents the population of the $k$ th district, $\bar{P}=$ $\sum_{k=1}^{p} P_{k} / p$, and $p$ is the total number of districts. When partitioning this map into two districts, there exist a total of $44,082,156$ possible redistricting plans if we only impose the contiguity requirement.

As shown in the upper right plot, out of these, over 700,000 plans are within a $1 \%$ population parity constraint. As we relax the population parity constraint, the cumulative number of valid redistricting plans gradually increases, reaching over 3 and 7 million plans for the $5 \%$ and $10 \%$ population parity constraints, respectively. Thus, this validation map represents a more realistic redistricting problem than the validation map analyzed in Fifield et al. (2014) and Fifield, Higgins, et al. (2020). That dataset, which enumerates all 117,688 partitions of a 25 -precinct subset of the Florida map into three districts, includes only 8 plans within $1 \%$ of population parity, and 927 plans within $10 \%$ of population parity.

In addition to the population parity, we also consider compactness constraints. Although there exist a large number of different compactness measares, for the sake of illustration, we use the relative proximitv index (RPI) proposed by Fryer and Holden (2011). The RPI for a given plan $\pi_{s}$ in the valid set of redistricting plans $\pi$ is defined as,

$$
\begin{equation*}
\operatorname{RPI}\left(\pi_{S}\right)=\frac{\sum_{k=1}^{p} \sum_{i \in V_{k}} \sum_{j \in V_{k}} P_{i} P_{j} D_{i j}^{2}}{\arg \min _{\pi_{s} \in \pi} \sum_{k=1}^{p} \sum_{i \in V_{k}} \sum_{j \in V_{k}} P_{i} P_{j} D_{i j}^{2}} \tag{2}
\end{equation*}
$$

Wheie $P_{i}$ corresponds to the population for precinct $i$ assigned to district $k$, and $D_{i j}$ corresponds to the distance between precincts $i$ and $j$ assigned to district $k$. Thus, a plan with a lower RPI is more compact.

We consider two compactness thresholds based on the RPI values: 25 th and 75 th percentiles, which equal 1.76 and 1.44 , respectively. As shown in the bottom left histogram of Figure 7, the 25th percentile constraint does little beyond the population constraint. The number of valid plans that satisfy a $5 \%$ population parity threshold remains identical even after imposing this compactness constraint. However, the 75th percentile compactness constraint dramatically reduces the number of valid plans as seen in the bottom right histogram. For example, it reduces the total number of plans that meet the $1 \%$ population parity threshold by more than $70 \%$.

Figure 8 shows the performance of the MCMC and RSG simulation methods using the new 70-precinct validation map (see Algorithms 1 and 3 of Fifield et al. (2014) and Fifield, Higgins, et al. (2020), respectively, for the details of implementation). The solid gray density shows the true distribution of the Republican dissimilarity index (Massey and Denton 1988) on the validation map, which is defined as

$$
\begin{equation*}
D=\frac{1}{2} \sum_{k=1}^{p} \frac{P_{k}}{P} \cdot \frac{\left|R_{k}-R\right|}{R(1-R)} \tag{3}
\end{equation*}
$$

where $k$ indexes districts in a state, $P_{k}$ is the population of district $k, R_{k}$ is the share of district $k$ that voted for the Republican presidential candidate in 2008, $P$ is the total population in the state, and $R$ is the voteshare for the Republican presidential candidate across all districts.


Figure 7. A new 70-precinct validation map and the histogram of redistricting plans under various population parity and compactness constraints. The underlying data is a 70-precinct contiguous subset of the Florida precinct map, for which the enumpart algorithm enumerated every $44,082,156$ partitions of the map into two contiguous districts. In the histograms, each bar represents the number of redistricting plans that fall within a 1 percentage point range of a certain population parity, that is, $[0,0.01),[0.01,0.02), \ldots,[0.19,0.20)$. The 25 th ( 75 th) percentile compactness constraint is defined as the set of plans that are more compact than the 25 th ( 75 th) percentile of maps within the full enumeration of all plans for the 70-precinct map, using the Relative Proximity Index to measure compactness. The annotations reflect the exact number of plans which meet the constraints. For example, when no compactness constraint is applied, there are $3,678,453$ valid plans when applying a $5 \%$ population parity constraint, and 717,060 valid plans when applying a $1 \%$ population parity constraint. Under the strictest constraints, the $1 \%$ population parity constraint and 75 th percentile compactness constraint, there are 271,240 valid plans.

The red dashed lines show the distribution of the Republican dissimilarity index of the RSG algorithm. Solid black lines show the distribution of the Republican dissimilarity index on plans drawn by the MCMC algorithm. In cases where we impose a population parity target, we specify a target distribution of plans using the Gibbs distribution where plans closer to population parity are more likely to be sampled by the algorithm (see Fifield et al. 2014; Fifield, Higgins, et al. 2020, for details).

Similarly, when a compactness constraint is imposed, we specify a target Gibbs distribution such that more compact plans are sampled. Note that in typical redistricting applications, we would not know the denominator of Equation (2). Fryer and Holden (2011) derived a power-diagram approach to finding a plan that approximately minimizes the denominator. Since we have enumerated all possible plans in the current setting, we simply use the true minimum value. However, this has no


Figure 8. A validation study enumerating all partitions of a 70-precinct map into two districts. The underlying data are the 70 -precinct contiguous subset introduced in the left plot of Figure 7. Unlike the random-seed-and-grow (RSG) method (red dashed lines), the Markov chain Monte Carlo (MCMC) method (solid black line) is able to approximate the target distribution. The 25 th percentile ( 75 th percentile) compactness constraint is defined as the set of plans that are more compact than the 25 th ( 75 th) percentile of maps within the full enumeration of all plans for the 70-precinct map, using the Relative Proximity Index to measure compactness.
impact on the performance of the algorithm, since it is absorbed into the normalizing constant of the target distribution.

Specifically, we use the following target Gibbs distribution,

$$
\begin{equation*}
f_{\beta}\left(\pi_{s}\right)=\frac{1}{z(\beta)} \exp \left\{-\sum_{k=1}^{p}\left(\beta_{p} \psi_{k}^{p}+\beta_{c} \psi_{k}^{c}\right)\right\} \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
\psi_{k}^{p} & =\frac{\left|P_{k}-\bar{P}\right|}{\bar{P}} \text { and } \\
\psi_{k}^{c} & =\frac{\sum_{i \in V_{k}} \sum_{j \in V_{k}} P_{i} P_{j} D_{i j}^{2}}{\arg \min _{\pi_{s} \in \pi} \sum_{k=1}^{p} \sum_{i \in V_{k}} \sum_{j \in V_{k}} P_{i} P_{j} D_{i j}^{2}}
\end{aligned}
$$

In this formulation, the strength of each constraint is governed by separate temperature parameters $\beta_{p}$ (for population parity) and $\beta_{c}$ (for compactness), where higher temperatures increase the likelihood that plans closer to the population parity or compactness target will be sampled. Once the algorithm is run, we discard sampled plans that fail to meet the target population and compactness constraints, and then reweight and resample the remaining plans so that they approximate a uniform sample from the population of all plans satisfying the constraints. After some initial tuning, we selected $\beta_{p}=10$ for the $5 \%$ equal population constraint, and $\beta_{p}=50$ for the $1 \%$ equal population constraint. We selected $\beta_{c}=0.001$ for the 25 th percentile


Figure 9. Quantile-quantile plot of $p$-values based on the Kolmogorov-Smirnov (KS) tests of distributional equality between the enumerated and simulated plans across 200 validation maps and under different population parity constraints. Each dot represents the $p$-value from a KS test comparing the empirical distribution of the Republican dissimilarity index from the simulated and enumerated redistricting plans. Under independent and uniform sampling, we expect the dots to fall on the 45 degree line. The MCMC algorithm (black dots), although imperfect, significantly outperforms the RSG algorithm (red crosses). See Figure A. 1 in the appendix for discussion of thinning values.
compactness constraint and $\beta_{c}=0.01$ for the 75th percentile compactness constraint. When the population or compactness constraints are not applied, we set their corresponding temperature parameter to 0 .

The RSG algorithm was run for 1,000,000 independent draws for each population constraint, while the MCMC algorithms were run for 250,000 iterations using 8 chains for each pair of constraints. Starting plans for each MCMC chain were independently selected using the RSG algorithm. The Gelman-iv.bin diagnostic (Gelman and Rubin 1992), a standard diagnostic tool for MCMC methods based on multiple chains, suggests that all MCMC chains had converged after at most 30,000 iterations. Unfortunately, the RSG algorithm does not corne with such a diagnostic and hence we simply run it until it yields the same number of draws as the MCMC algorithms for the sake of comparison.

It is clear that on this test map, the RSG algorithm is unable to obtain a representative sample of the target distribution, at any level of population parity or compactness. This finding is consistent with the fact that the RSG algorithm is a heuristic algorithm with no theoretical guarantees and no specified target distribution. In contrast, the MCMC algorithm is able to approximate the target distribution, across all levels of population parity and compactness tested.

### 4.1.2. Many Small Validation Maps

A potential criticism of the previous validation study is that it is based on a single map. This means that even though it is of much larger size than the previously available validation map, the results may depend on the idiosyncratic geographical and other features of this particular validation map. To address this, we conduct another study based on many small validation maps. Specifically, we use our algorithm to enumerate all possible redistricting plans for each of 200 independent 25 -precinct subsets of the 2008 Florida map. We then evaluate the performance of simulation methods for each validation map. Since we do not tune the temperature parameter of the MCMC algorithm for
each simulated map unlike what one would do in practice, this yields a simulation setting that poses a significant challenge for the MCND algorithm.

Tc assess the overall performance across these validation mans, we use the Kolmogorov-Smirnov (KS) statistic to test The distributional equality of the Republican dissimilarity index between the enumerated plans and the simulated plans. To increase the independence across simulated plans, we run the MCMC and RSG algorithms for 5 million iterations each on every map and then thinning by 500 (i.e., taking every 500th posterior draw). Without thinning, there is a significant amount of autocorrelation across draws, with the autocorrelation typically ranging between 0.75 and 0.85 between adjacent draws and between 0.30 and 0.60 for draws separated by 5 iterations. In contrast, when thinning the Markov chain by 500, the autocorrelation between adjacent draws falls to under 0.05 . When thinning the Markov chain by 1000, the results are approximately the same, as seen in Figure A.1.

Although this does not make simulated draws completely independent of one another, we compute the $p$-value under the assumption of two independently and identically distributed samples. If the simulation methods are successful and the independence assumption holds, then we should find that the distribution of $p$-values across 200 small validation maps should be approximately uniform. After some initial tuning, we set the temperature parameter of the MCMC algorithm such that $\beta_{p}=1$ for the $20 \%$ equal population constraint, and $\beta_{p}=$ 5 for the $10 \%$ equal population constraint. These values are used throughout the simulations. After running the simulations, we again discard plans falling outside of the specified parity threshold and then reweight and resample the remaining plans to approximate a uniform draw from the target distribution of plans satisfying the specified parity constraint. We then calculate the KS test $p$-value by comparing the reweighted and resampled set of plans against the true distribution.

Figure 9 shows the results of this validation study. The left plot shows how the MCMC (black dots) and RSG (red crosses)
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Figure 10. lowa's 2016 congressional districts and the histogram of a random sample of redistricting plans under various population parity constraints. The underlying data is the lowa county map, for which the enumpart algorithm generated an independent and uniform raridom sample of 500 million partitions of the map into four contiguous districts. In the histogram, each bar represents the number of redistricting plans that fall within the 1 percentage point range of a certain population parity, that is, $[0,0.01),[0.01,0.02), \ldots,[0.19,0.20)$. There are 36,131 valid plans when applying a $5 \%$ population parity constraint, and only 300 valid plans when applying a $1 \%$ population parity constraint.
algorithms perform when not applying any population parity constraint. Each dot corresponds to the $p$-value of the KS test for a separate 25 -precinct map. Under the assumption of independent sampled plans, if a simulation algorithm is successfully approximating the target distribution, these dots should iall roughly on the 45 degree line.

It is clear from this validation test that the RSGalgorithm consistently fails to obtain a representative sample of the target distribution. That the red dots are concentrated riear the bottom of the graph indicates that the KS $p$-value for the RSG algorithm is near zero for nearly every map tested. When population parity constraints of $20 \%$ and $10 \%$ are applied, the RSG algorithm continues to perform poorly compared to the MCMC algorithm. By using a soft constraint based on the Gibbs distribution, we allow the Markov chain to traverse from one valid plan to another through intermediate plans that may not satisfy the desired parity constraint. We find that although imperfect, the MCMC algorithm works much better than RSG algorithm.

### 4.2. Validation Through Independent Sampling

Next, we conduct larger-scale validation studies by leveraging the fact that the enumpart algorithm can independently sample from the population of all possible redistricting plans. This feature allows us to scale up our validation studies further by avoiding for larger maps the computationally intensive task of writing to the hard disk all possible redistricting plans, which exponentially increases as the map size gets larger or as we try to partition a map into more districts. We independently sample a large number of redistricting plans and compare them against the samples obtained from simulation methods. Below,
we present two validation studies. The first study uses the actual Congressional district maps from Iowa, where by law redistricting is done using 99 counties. The second study is based on a new 250 -precinct validation map obtained from the Florida map.

### 4.2.1. The lowa Congressional District Map

We first analyze a new validation dataset constructed on the redistricting map from the state of Iowa. In Iowa, redistricting is conducted using a total of 99 counties instead of census blocks to piece together districts, to avoid splitting county boundaries in line with the Iowa State Constitution. ${ }^{7}$ As a result, the Iowa redistricting problem is more manageable than other states.

The left plot of Figure 10 shows the Iowa map, where the shading indicates the population of each county. In 2016, Republicans won three districts while Democrats won one district, while in 2018, Democrats won three districts and the Republicans held only one. We use the enumpart algorithm to independently and uniformly sample 500 million contiguous partitions of this map into four districts. This number is minuscule relative to the total number of valid partitions of the map into four districts, of which there are approximately $10^{24}$, but still is more than enough to use it as the target distribution. We note that while it took around 36 hr to sample 500 million partitions on the aforementioned computer cluster using significant parallelization, building the ZDD for this map took less than

[^2]

Figure 11. A validation study, uniformly sampling from the population of all partitions of the lowa map into four districts. The underlying data are lowa's county map in the left plot of Figure 10, which is partitioned into four congressional districts. As in the previous validation exercises, the Markov chain Monte Carlo (MCMC) method (solid black line) is able to approximate the independently and uniformly sampled target distribution, while the random-seed-and-grow (RSG) method (red dashed line) performs poorly.
half a second on our MacBook Pro laptop mentioned earlier. Nearly all of the runtime of the enumeration was spent writing the solutions to harddisk.

The histogram in Figure 10 shows the share of the sampled redistricting plans that satisfy the deviation from population parity up to 20 percentage points. Of the 500 million plans we have randomly sampled, only 300 , or less than $0.00006 \%$, satisfy a $1 \%$ population parity constraint, illustrating the sheer scale of the redistricting problem and how much the population equality constraint alone shrinks the total solution space of valid redistricting plans. There are 36,131 plans, or less than $0.001 \%$, satisfying a $5 \%$ population parity constraint, wnich is still a minuscule share compared to the total number of enumerated plans.

Figure 11 shows the performance of the MCMC and RSG simulation methods on the state-sized redistricting problem for Iowa. The solid gray density shows the distribution of the Republican dissimilarity index basea on the independently and uniformly sampled set of 500 million redistricting plans. The red dashed lines show the distribution of the Republican dissimilarity index on plans sampled by the RSG algorithm, while the solid black lines shows the distribution for plans sampled by the MCMC algorithm. As in the previous validation exercise, where we impose $5 \%$ and $1 \%$ population parity constraints, we specify a target distribution of plans using the Gibbs distribution. Here, we set the temperature parameter $\beta_{p}=25$ for the $5 \%$ parity constraint, and $\beta_{p}=50$ for the $1 \%$ parity constraint, which we selected after initial tuning. After discarding plans not satisfying the constraint and then reweighting, we ended up with 629,729 plans for the $5 \%$ parity constraint, and 93,046 plans for the $1 \%$ parity constraint. The RSG algorithm was run for 2 million independent draws, while the MCMC algorithms were run for 250,000 iterations and initializing 8 chains for each algorithm. The chains were run without a burn-in period, and the Gelman-Rubin diagnostic suggested that the Markov chains had converged after at most 30,000 iterations.

As with the previous validation test, the MCMC algorithm outperforms the RSG algorithm across all levels of the population parity constraint. When no equal population
constraint is applied or a $5 \%$ population parity constraint is applied, the MCMCalgorithm samples from the target distribution nearly perfectly. Even with the $1 \%$ parity map, where there are only 300 valid plans in the target distribution, the MCMC algorithm approximates the target distribution reasonably well, missing by only slightly in portions of the distribution. In contrast, at all levels of population parity, the RSG algorithm is unable to draw a representative sample of plans from the target distribution.

### 4.2.2. A New 250-Precinct Validation Map

Next, we present the results of validation tests that use a new, 250 -precinct validation map, which is constructed from a contiguous subset of the 2008 Florida precinct map. As with the previous validation exercise, we use the enumpart algorithm to independently sample 100 million partitions of this map into two districts. This is still a minuscule number of plans relative to about $5 \times 10^{39}$ possible partitions of this map into two districts. However, given the ability of the enumpart algorithm to independently sample plans using the ZDD, we are able to approximate an accurate target distribution arbitrarily well.

The left plot of Figure 12 shows the validation map, where the shading indicates the population of each of the precincts. Unlike the Iowa map, this map has geographical units of various sizes. This validation map also has a slightly larger frontier size (maximum frontier of 14) than that of the Iowa map (maximum frontier of 11), making it more likely to run out of memory due to the size of ZDD and thereby also increasing computational time. The histogram on the right gives the distribution of population parity distance among the sampled plans, through $20 \%$ parity. Of the sampled plans, $1.95 \%$ ( 1.95 million plans) satisfy the $1 \%$ population parity constraint, while $21.8 \%$ of the sampled plans ( 21.8 million plans) satisfy the $10 \%$ population parity constraint.

We sample 4 million plans for each population parity level using the MCMC and RSG algorithms. For the MCMC algorithm, we initialized 8 chains running for 500,000 iterations each, and where a population parity constraint is imposed, we specify the target distribution of plans using the Gibbs


Figure 12. A new 250 -precinct validation map and the histogram of redistricting plans under various population parity constraints. The underlying data are a 250 -precinct contiguous subset of the Florida precinct map, for which the enumpart algorithm generated an indeper derit and uniform random sample of 100 million partitions of the map into two contiguous districts. In the histogram, each bar represents the number of redistrictinc, plans that fall within the 1 percentage point range of a certain population parity, that is, $[0,0.01),[0.01,0.02), \ldots,[0.19,0.20$ ). There are $10,082,542$ valid plans when applying a $5 \%$ population parity constraint, and $1,953,736$ valid plans when applying a $1 \%$ population parity constraint.


Figure 13. A validation study enumerating all partitions of a 250 -precinct map into two districts. The underlying data are the 250 -precinct contiguous subset introduced in the left plot of Figure 12. As in the previous validation exercises, the Markov chain Monte Carlo (MCMC) method (solid black line) is able to approximate the target distribution based on the independent and uniform sampling, while the random-seed-and-grow (RSG) method (red dashed line) performs poorly.
distribution. We set the temperature parameter $\beta_{p}=25$ for sampling plans within $5 \%$ of parity, and $\beta_{p}=50$ when sampling plans within $1 \%$ of parity. After discarding invalid plans and reweighting, these parameter settings yielded 3,088,086 plans satisfying the $5 \%$ parity constraint, and $1,881,043$ plans satisfying the $1 \%$ parity constraint. All 8 chains were run without burnin, and the Gelman-Rubin convergence diagnostic suggested the chains had converged after approximately 75,000 iterations.

Results for the validation test using the 250 -precinct validation map are shown in Figure 13. As with the previous validation exercise, the solid gray density shows the target distribution of the Republican dissimilarity index on the 100 million plans
sampled by the enumpart algorithm, while the red dashed lines show the distribution of the Republican dissimilarity index for the RSG algorithm. Finally, the solid black lines show the distribution of the Republican dissimilarity index for the MCMC algorithm. Across all levels of population parity, including the $1 \%$ constraint, the MCMC algorithm is able to successfully sample from the target distribution and return a representative sample of redistricting plans. In contrast, where no population parity constraint is applied or where a $5 \%$ parity constraint is applied, the RSG algorithm is not able to sample from the target distribution with any accuracy. While it performs somewhat better on the $1 \%$ constraint, it is still biased toward plans with


Figure A.1. Quantile-quantile plot of $p$-values based on the Kolmogorov-Smirnov (KS) tests of distributional equality between the enumerated and simulated plans across 200 validation maps and under different population parity constraints. Each dot represents the $p$-value from a KS test comparing the empirical distribution of the Republican dissimilarity index from the simulated and enumerated redistricting plans. Under independent and uniform sampling, we expect the dots to fall on the 45 degree line. The MCMC algorithm (black dots), although imperfect, significantly outperforms the RSG algorithm (red crosses).
higher values on the dissimilarity index, and fails to capture the bimodality of the target distribution.

## 5. Concluding Remarks

More than a half century after scholars began to consider automated redistricting, legislatures and courts are increasingly relying on computational methods to generate redistricting plans and determine their legality. Unfortunately, despite the growing popularity of simulation methods in the recent redistricting cases, there exists little empirical evidence hat these methods can in practice generate a representative sample of all possible redistricting maps under the statutor? guidelines and requirements.

We believe that the scientific community Eas an obligation to empirically validate the accuracy of these methods. In this article, we show how to conduct empirical validation studies by utilizing a recently developed cornputational method that enables the enumeration and independent sampling of all possible redistricting plans for maps with a couple of hundred geographical units. We make these validation maps publicly available, and implement our methodology as part of an open source software package, redist. These resources should facilitate researchers' efforts to evaluate the performance of existing and new methods in realistic settings.

Indeed, much work remains to be done to understand the conditions under which a specific simulation method do and does not perform well. A real-world redistricting process is complex. Distinct geographical features and diverse legal requirements play important roles in each state. It is far from clear how these factors interact with different simulation methods. Future work should address these issues using the data from various states.

It is also important to further improve the capabilities of the enumpart algorithm and of the MCMC algorithm. The maximum frontier size of our largest validation maps, which predicts the computational difficulty for the enumpart algorithm, is 14, which is far less than that of other states. For example, the maximum frontier size for New Hampshire (2 districts, 327
precincts) and Wisconsin (8 districts, 6895 precincts) are 21 and 84, respectively. These are much more challenging redistricting problems than the validation studies presented in this article.

As the 2020 census passes, lawsuits challenging proposed redistricting plans will inevitably be brought to court, and simulation evidence will be used to challenge and defend those plaris. Thus, it is necessary that the empirical performance of these methods be rigorously evaluated. This article introduces what we hope will be the first of many future complementary validation tests used to ensure that this evidence is of the highest possible quality according to scientific standards.

## Appendix

Figure A. 1 provides comparison to Figure 9. In Figure 9, thinning for the MCMC runs was set to 500 . For this run, thinning for the MCMC runs was set to 1000 . We find no significant difference between the two values. Thinning at 500 should then be sufficient and more efficient for this case.
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